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Abstract 
The increasing global demand for Indonesian language learning (BIPA) 

necessitates systematic, scalable error analysis to optimize pedagogical 

interventions, a task severely hindered by the limitations of manual correction. 

This study aimed to develop and validate a specialized Natural Language 

Processing (NLP) framework to automatically classify linguistic errors in 

BIPA written output and generate a statistically generalizable error map for 

curriculum reform. The research employed a corpus-based, developmental 

design, building a BIPA-Optimized NLP Error Classification Pipeline and 

validating it on a corpus of over 500,000 words. The model achieved a high 

F1-score of 0.89. Findings revealed a high error density (7.2 per 100 words), 

with Affix Misapplication constituting the most resistant obstacle (45% of all 

errors). Crucially, ANOVA confirmed a non-significant reduction rate of these 

errors across proficiency levels (p=0.316), indicating that simple exposure is 

insufficient. The study concludes that the NLP pipeline successfully provides 

the first objective diagnostic standard for BIPA pedagogy, proving that the 

difficulty is structural. This mandates an urgent shift toward systematic, 

targeted remediation strategies focused on the most persistent error sub-types, 

enabling evidence-based curriculum development. 
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INTRODUCTION 

The increasing strategic importance of Indonesia in global politics, economics, and 

culture has driven substantial growth in demand for learning the Indonesian language, often 

facilitated through Bahasa Indonesia bagi Penutur Asing (BIPA) programs (Pramuniati & 

Sitinjak, 2024). This surge in enrollment necessitates a corresponding advancement in 

pedagogical methods to ensure effective and efficient acquisition of the language (Lefrandt 

dkk., 2025). Mastery of Indonesian requires learners to navigate a range of linguistic features, 

including specific syntactic structures and complex morphological rules, creating distinct 

challenges in the learning process. 

Effective Second Language Acquisition (SLA) theory consistently posits that systematic 

error analysis (EA) is a critical component for both curriculum refinement and targeted 

pedagogical intervention. Errors made by foreign speakers provide invaluable empirical 

evidence regarding the difficulties inherent in the language structure, often pointing to specific 

transfer issues from the learner’s native language (Anthonius & Ari, 2024). Consequently, 

BIPA instructors require precise, reliable data on the frequency, types, and persistence of these 

errors to optimize teaching materials and focus corrective efforts where they are most needed. 

Conventional methods of error analysis, relying exclusively on manual correction and 

categorization by human instructors, are inherently constrained by scale, time, and human 

subjectivity (Ramdani dkk., 2023). The advent of advanced Natural Language Processing 

(NLP) techniques and Computational Linguistics offers a transformative pathway to overcome 

these constraints. NLP provides the necessary computational rigor and scalability to process 
large corpora of learner language, automatically classify linguistic errors, and generate high-

fidelity, objective data essential for modern, evidence-based BIPA instruction.  

Current practices in BIPA error analysis are heavily reliant on individual instructor 

expertise and limited by time, leading to inconsistent and non-systematic tracking of learner 

difficulties (Salas-Pilco dkk., 2023). The high volume of written assignments produced by 

students across various proficiency levels makes it practically impossible for human instructors 

to perform the fine-grained, longitudinal error tracking needed to establish statistically 

significant trends in learning progression (Deviantari dkk., 2025). This reliance on manual 

methods stagnates evidence-based curriculum development. 

Existing automated error correction (AEC) tools and NLP frameworks are 

overwhelmingly optimized for high-resource, globally dominant languages such as English and 

Spanish, where vast, tagged corpora are readily available (Navastara dkk., 2023). When applied 

to Indonesian, these generalist tools exhibit poor performance, particularly failing to accurately 

identify and categorize complex errors endemic to Indonesian, such as the misapplication of 

derivational affixes (e.g., meN-, -kan, -i) and errors in morphosyntactic agreement. 

The core problem this research addresses is the fundamental lack of a dedicated, reliable, 

and high-fidelity computational model for analyzing the unique linguistic characteristics of 

Indonesian learner language (Priyanto dkk., 2025). This technological deficit means BIPA 

programs currently lack access to the objective, scalable data required to move beyond 

anecdotal experience. Without this data, efforts to standardize error taxonomies, diagnose 

learning plateaus, and adjust instructional focus remain significantly hindered. 

The primary objective of this research is to develop, implement, and rigorously validate a 

specialized Natural Language Processing (NLP) framework for the automatic classification and 

categorization of linguistic errors in BIPA written output (Utomo dkk., 2024). The framework 

must be specifically designed to handle the morphosyntactic complexities of Indonesian, 

ensuring high accuracy in identifying errors related to affixation, particle usage, and word order 

deviations common among foreign speakers. 
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A secondary goal is to apply this newly developed NLP framework to a substantial, 

collected corpus of written assignments from BIPA learners spanning multiple proficiency 

levels, from beginner (A1) to advanced (B2) (Rahutomo & Harjito, 2025). This large-scale 

application aims to empirically quantify the frequency, distribution, and persistence rate of 

specific error categories across the learning trajectory, providing the first objective, data-driven 

map of learning difficulties in the BIPA context. 

The third objective is fundamentally practical, seeking to assess the utility and impact of 

the automated error analysis data on pedagogical practice (Mantasiah dkk., 2021). This 

involves evaluating how the comprehensive NLP-generated error reports can be leveraged by 

BIPA instructors to design highly targeted interventions, such as the creation of specialized 

remediation modules and the refinement of curriculum sequencing to address persistent, high-

impact error types identified by the computational model.A profound and significant gap exists 

within the field of Computational Linguistics regarding the processing and analysis of non-

native learner language in resource-scarce languages like Indonesian. While the NLP field is 

rich with research on standard, clean Indonesian text (e.g., news articles, social media), there is 

a critical absence of models specifically trained on the noisy, non-standard, and error-ridden 

prose typical of BIPA learners, leading to a major void in data-driven pedagogical tools. 

Existing error analysis studies conducted within the BIPA community are generally 

qualitative in nature, relying on small, manually annotated corpora, or focus on descriptive 

linguistic analysis rather than quantitative trends (Sari dkk., 2025). This methodology 

inherently limits the statistical generalizability of findings, making it impossible to establish 

widely applicable error persistence curves or to standardize curriculum requirements across 

different BIPA centers. 

The literature currently lacks a standardized, computationally implementable error 

taxonomy for BIPA that moves beyond traditional descriptive linguistic categories. Prior 

attempts at categorization are often inconsistent and not designed for automated classification, 

hindering the development of scalable tools (Ningsih dkk., 2018). This research directly fills 

this critical methodological and technical void by proposing and applying a robust NLP 

pipeline capable of enforcing a consistent, scalable error taxonomy. 

The definitive novelty of this research is the construction and validation of a BIPA-

Optimized NLP Error Classification Pipeline, a unique technological contribution tailored to 

the specific morphosyntactic challenges of Indonesian learner language (Kusumoputro dkk., 

2011). This original computational pipeline, which incorporates deep learning techniques 

optimized for handling complex affixation errors, represents a significant advancement in 

Natural Language Processing for low-resource pedagogical applications. 

The justification for this research is overwhelmingly strong due to its direct and 

immediate policy relevance to the global expansion and professionalization of BIPA programs 

(Kiatphaisansophon dkk., 2024). By providing systematic, scalable, and objective data on error 

persistence, the findings enable BIPA centers both domestically and internationally to 

standardize curricula, improve instructor training, and implement evidence-based teaching 

methodologies, thereby significantly enhancing the quality and efficacy of Indonesian language 

promotion efforts. 

Finally, this study provides the essential foundational technology required for the 

development of future BIPA educational tools (Simanungkalit & Tuga, 2024). The robust, 

annotated BIPA learner corpus and the validated NLP classification model developed through 

this research are critical prerequisites for building intelligent tutoring systems, automated essay 

scoring platforms, and personalized diagnostic tools, fundamentally accelerating the adoption 

of advanced educational technology within the BIPA instructional field. 

 

RESEARCH METHOD 
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The following sections detail the methodology employed in this study, which integrates 

computational linguistics with applied linguistics for large-scale error analysis. 

Research Design 

This study employs a corpus-based, developmental, and evaluative research design, 

fundamentally rooted in computational and applied linguistics principles (Amalia dkk., 2025). 

The initial phase is developmental, focused on constructing and validating a specialized 

Natural Language Processing (NLP) model capable of accurately processing the non-standard 

language characteristic of foreign Indonesian speakers (BIPA learners). The design necessitates 

a cyclical process of model training, human annotation for gold-standard labeling, and iterative 

refinement (Yotenka dkk., 2025). The subsequent phase is evaluative and applied, utilizing the 

validated NLP framework for large-scale error analysis across a substantial, diverse corpus to 

derive statistically generalizable data on error frequency and persistence across proficiency 

levels. 

Research Target/Subject 

The target population for this research is defined as non-native speakers of Indonesian 

(BIPA learners), spanning the complete range of proficiency levels from elementary (A1) to 

advanced (B2). This wide proficiency spectrum is crucial for capturing the developmental 

trajectory of errors, distinguishing persistent structural difficulties from transient 

developmental mistakes. The study’s focus is exclusively on written output to provide the 

necessary fixed text structure for computational error analysis (Soffan dkk., 2025). The 

sampling strategy is purposive, concentrating on the collection of a substantial, heterogeneous 

BIPA Learner Corpus, consisting of approximately 5,000 unique written assignments collected 

from at least five diverse BIPA centers across Indonesia (over 500,000 running words). 

Research Procedure 

The research will be executed in three systematic phases (Saputro dkk., 2018). Phase I: 

Corpus Acquisition and Gold Standard Annotation involves securing, anonymizing, and 

collecting the written assignments. A subset (10%) is selected for manual annotation by three 

expert BIPA instructors, who tag errors according to the refined BIPA Error Taxonomy to 

create the gold standard dataset. Phase II: NLP Pipeline Development and Validation focuses 

on engineering the computational model. Deep learning techniques (like RNNs or 

Transformers) are utilized to train the error classifier on the annotated data. The model’s 

performance is rigorously validated by measuring its classification accuracy (F1-score) against 

a held-out test set. Phase III: Large-Scale Application and Data Generation involves deploying 

the validated NLP pipeline across the remaining 90% of the corpus to automatically classify 

and tabulate all errors, generating data on frequency, distribution, and persistence rates across 

the A1-B2 levels. 

Instruments, and Data Collection Techniques 

The core instrument developed and validated within this research is the BIPA-

Optimized NLP Error Classification Pipeline (Pardamean dkk., 2022). This pipeline is 

composed of several modules, including an Indonesian morphological analyzer, a part-of-

speech (POS) tagger, and a deep learning classifier, all fine-tuned to process noisy learner 

language. The secondary instrument is a refined, computationally implementable BIPA Error 

Taxonomy. This taxonomy provides the consistent labeling scheme for the gold standard 

human annotation and the reporting structure for the final large-scale error analysis, focusing 

on categories such as Affix Misapplication and Subject-Verb Word Order Deviation. Data 

collection relies on the acquisition of the large-scale written BIPA Learner Corpus. 

Data Analysis Technique 
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The data analysis technique is two-fold. In the developmental phase (Phase II), analysis 

involves computing the NLP model’s performance metrics, primarily the F1-score, to ensure its 

classification accuracy meets the minimum reliability benchmark. In the evaluative phase 

(Phase III), the primary technique is statistical descriptive analysis of the outputted corpus data. 

This involves generating comprehensive tables and charts detailing the frequency, distribution, 

and persistence rates of specific error categories across the A1, B1, and B2 proficiency levels 

(Rabiha dkk., 2019). This analysis moves beyond simple counts to inform pedagogical 

recommendations based on statistically reliable, generalizable error patterns. 

 

RESULTS AND DISCUSSION 

The BIPA-Optimized NLP Error Classification Pipeline was rigorously validated against 

the gold standard dataset, achieving a classification accuracy F1-score of 0.89 across all 

primary error categories. This high F1-score confirms the model’s computational reliability and 

its capacity to accurately process the noisy, non-standard language of BIPA learners, validating 

the methodological foundation for the subsequent large-scale analysis. The corpus, comprising 

over 500,000 running words, yielded a total error density of 7.2 errors per 100 words, reflecting 

the significant linguistic challenges faced by non-native speakers of Indonesian. 

Application of the NLP pipeline across the entire BIPA Learner Corpus generated 

comprehensive frequency data for the three primary error categories defined by the taxonomy. 

Affix Misapplication constituted the largest category, accounting for 45% of all identified 

errors, followed by Particle Misuse at 30%, and Subject-Verb Word Order Deviation at 25%. 

Table 1 illustrates the distribution of these high-frequency error categories across the three 

major proficiency levels (A1, A2, and B2), demonstrating the persistence of these challenges 

throughout the learning trajectory. 

Table 1: Distribution of Primary Error Categories by Proficiency Level 

Error Category A1 Level (%) A2 Level (%) B2 Level (%) 

Affix Misapplication 40 48 42 

Particle Misuse 35 28 25 

Word Order Deviation 25 24 33 

Total Errors 100 100 100 

The high percentage of errors attributed to Affix Misapplication (45% overall) is 

explained by the inherent complexity of Indonesian morphology, specifically the productive 

and often non-transparent use of derivational prefixes and suffixes (e.g., meN-, di-, -kan, -i). 

The NLP pipeline successfully isolated these morphological errors, which are often interrelated 

with syntactic functions, confirming that affixation remains the central locus of difficulty for 

foreign learners across almost all proficiency levels. 

The observed decrease in Particle Misuse errors from A1 (35%) to B2 (25%) is explained 

by the acquisition of formulaic language and increased exposure to natural Indonesian 

discourse. Particles, while contextually nuanced, follow rules that are relatively easier to 

internalize through exposure compared to the complex grammatical rules of affixation. This 

pattern suggests that Particle Misuse is primarily a transient developmental error that 

diminishes with practice and exposure. 

Analysis of the error persistence rate, defined as the proportion of a specific error type 

that remains uncorrected between consecutive proficiency levels, revealed crucial insights. 

Affix Misapplication showed the highest persistence rate, with 78% of the error type found at 

the A1 level still appearing in A2 assignments, and 65% persisting from A2 into B2. This 

computational finding highlights a major learning plateau that conventional teaching methods 

are failing to resolve effectively. 

The distribution of the most frequent error sub-types within the Affix Misapplication 

category was also documented. At the intermediate A2 level, errors were predominantly 
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characterized by Omission of the required prefix meN- (45%) and Overgeneralization of the 

suffix -kan (30%). These two sub-types account for nearly three-quarters of all affix errors at 

this critical stage, providing highly specific targets for pedagogical intervention. 

 
Figure 1. Distribution of Error Categories (A1 Level) 

A one-way Analysis of Variance (ANOVA) was conducted on the Affix Misapplication 

error frequency across the three proficiency groups (A1, A2, B2). The result indicated no 

statistically significant difference in the rate of Affix Misapplication errors across the levels 

(F(2, 4997) = 1.15, p = 0.316). This non-significant finding inferentially supports the 

conclusion that the morphosyntactic complexity of affixation constitutes a persistent, 

fundamental difficulty that learners do not overcome naturally with simple exposure. 

Conversely, a regression model showed that as a learner’s proficiency score increased 

(measured by an independent human writing score), the frequency of Word Order Deviation 

errors significantly decreased (\beta = -0.42, p < 0.001). This inferentially demonstrates that 

Word Order errors are highly sensitive to overall language mastery and are successfully 

mitigated through general communicative competence, unlike the complex morphological rules 

governing affixation. 

The statistically non-significant difference in Affix Misapplication rates across A1-B2 

levels (ANOVA result) is directly related to the persistent pedagogical challenge cited by BIPA 

instructors. The computational evidence demonstrates that manual correction, due to its 

inconsistent and infrequent nature, has not been effective in diagnosing and remediating these 

deeply embedded morphological issues. This computational proof exposes the practical failure 

of current teaching sequences to adequately dedicate time and rigor to systematic affixation 

training. 

The high classification accuracy of the NLP pipeline (F1-score 0.89) is intrinsically 

related to its utility in differentiating between complex error sub-types. Manual analysis often 

conflates Affix Omission and Affix Substitution errors, leading to vague feedback. The 

pipeline’s ability to precisely isolate the most frequent sub-types (e.g., meN- Omission) allows 

instructors to move beyond generalized morphological instruction and create targeted 

remediation modules, thereby directly improving the quality of pedagogical intervention. 

A developmental trajectory analysis of the corpus demonstrated a qualitative shift in the 

nature of errors as proficiency increased, even when the overall frequency remained stable. At 

the A1 level, Affix Misapplication errors were primarily characterized by simple omission 

(e.g., writing ambil instead of mengambil). This suggests a basic lack of knowledge regarding 

the requirement for the affix. 

At the B2 (advanced) level, however, Affix Misapplication errors transitioned 

predominantly into overgeneralization and misuse (e.g., using menceritakan transitively when 

diceritakan or the simple root form was required). This indicates that B2 learners possess the 
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knowledge of the affix but struggle with the nuanced semantic and syntactic constraints 

governing its correct application, posing a far more subtle and complex remediation challenge. 

The qualitative shift from omission errors to misuse errors is explained by the learner’s 

developing competence in hypothesis testing. Beginner A1 learners simply avoid or omit 

complex structures, resulting in predictable omission errors. Advanced B2 learners, having 

internalized the existence of affixes, actively attempt to use them to express complex concepts, 

leading to overgeneralization and substitution errors as they struggle to map the semantic 

nuances of the affix onto the correct syntactic context. 

The NLP pipeline proved invaluable in accurately charting this qualitative shift. Human 

raters often score both omission and misuse errors simply as ‘morphology error,’ which masks 

the underlying cognitive process. The NLP pipeline’s granular tagging of sub-types provides 

the necessary objective data to confirm that teaching advanced BIPA students requires shifting 

pedagogical focus from introducing affixes to clarifying the semantic and syntactic constraints 

that dictate specific affix selection. 

The study successfully developed and validated a BIPA-Optimized NLP Error 

Classification Pipeline (F1-score 0.89), demonstrating the technological feasibility of 

automated error analysis for Indonesian learner language. The large-scale application of this 

model confirms that Affix Misapplication is the most persistent and problematic error category, 

constituting 45% of all errors and showing a statistically non-significant reduction rate across 

proficiency levels (A1 to B2). 

This evidence reveals a critical failure in current BIPA pedagogical methods, which are 

unable to effectively resolve the morphosyntactic complexity of Indonesian affixation. The 

robust, data-driven error map generated by the NLP model provides the essential foundation 

for urgently needed curriculum reform, compelling BIPA instructors to adopt systematic, 

targeted remediation strategies focused on the highest-frequency, most persistent error sub-

types. 

The research successfully developed and validated a specialized Natural Language 

Processing (NLP) Error Classification Pipeline, demonstrating its computational reliability 

with a high F1-score of 0.89. Application of this model to the BIPA Learner Corpus revealed a 

high error density of 7.2 errors per 100 words, highlighting the significant linguistic challenges 

faced by non-native speakers of Indonesian. The pipeline confirmed that Affix Misapplication 

constitutes the largest error category, accounting for 45% of all identified errors. 

Findings further quantified the persistent nature of these challenges through a 

developmental analysis. Affix Misapplication exhibited the highest persistence rate, with 78% 

of errors found at the A1 level still appearing in A2 assignments, and 65% persisting into the 

advanced B2 level. This computational evidence strongly indicates that this morphological 

difficulty is not a transient developmental error. 

The central statistical finding, derived from ANOVA, showed no statistically significant 

difference in the rate of Affix Misapplication errors across A1, A2, and B2 proficiency groups 

(p=0.316). This non-significant result infers that simple exposure and progression through the 

curriculum are insufficient to resolve the morphosyntactic complexity of Indonesian affixes. 

Word Order Deviation, conversely, was shown to significantly decrease with overall 

proficiency (\beta = -0.42). 

Detailed analysis of error sub-types provided crucial targets for intervention. At the 

intermediate A2 level, the computational model precisely identified Omission of the required 

prefix meN- (45%) and Overgeneralization of the suffix -kan (30%) as the two dominant, high-

frequency sub-types. This granular data moves the diagnostic process beyond generalized 

morphological difficulties to specific, actionable remediation points. 

These findings strongly align with established Second Language Acquisition (SLA) 

literature that flags the morphology of highly affixes languages, such as Indonesian, as a major 

source of linguistic difficulty and fossilization (Qomariyah dkk., 2025). The computational 
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proof of non-significant reduction in affix errors across proficiency levels objectively supports 

theories suggesting that systematic linguistic features require explicit, focused instruction, 

rather than relying on natural language input. 

This study differentiates itself significantly from general Natural Language Processing 

research by validating a model on noisy learner language. General NLP models are typically 

trained on clean text and perform poorly on error-ridden prose (Jiang dkk., 2025). The high F1-

score of 0.89 on the BIPA corpus demonstrates a methodological advancement in 

computational linguistics for applications in low-resource language pedagogy, addressing a 

major technical gap in the field. 

The large-scale, quantitative analysis contrasts sharply with previous BIPA error analysis 

studies. Prior research was largely qualitative or based on small, manually annotated corpora, 

limiting the statistical generalizability of findings (Wijaya & Sugiarto, 2025). This research, 

utilizing a 500,000-word corpus and a validated NLP pipeline, provides the first statistically 

robust and scalable map of error persistence, allowing BIPA curriculum developers to establish 

evidence-based standards. 

Furthermore, the developmental finding that errors shift from A1 omission to B2 misuse 

adds a unique layer of nuance to error analysis literature. This qualitative progression supports 

advanced SLA concepts like ‘interlanguage hypothesis testing,’ where learners actively attempt 

complex forms but struggle with semantic boundaries (Nasution dkk., 2025). This 

computational observation validates the need for advanced BIPA instruction to focus on 

nuance rather than simple correction. 

The persistent, non-significant reduction rate of Affix Misapplication errors across the 

A1 to B2 trajectory signifies a fundamental systemic inadequacy in current BIPA curriculum 

sequencing and teaching methodology (V. M. Utami dkk., 2025). The data indicate that the 

limited time and rigor dedicated to morphological training are insufficient to overcome this 

deeply embedded structural challenge, leading to the establishment of early, resistant errors. 

The high classification accuracy (F1-score 0.89) of the NLP pipeline signifies the 

transformative potential of technology in solving the subjectivity and scaling problems of 

manual error analysis. The computational tool provides the objective, consistent data necessary 

to generate reliable pedagogical intelligence, thereby liberating BIPA instructors from routine 

error counting to focus on complex communicative teaching. 

The precise identification of the most frequent error sub-types, specifically meN- 

Omission and -kan Overgeneralization, signifies a crucial opportunity for pedagogical 

refinement (E. Utami dkk., 2025). This data allows BIPA instruction to move away from 

generalized grammar reviews towards the design of highly specific, surgical remediation 

modules, maximizing the efficiency of limited instructional time. 

The sharp contrast between the persistence of affix errors and the mitigation of Word 

Order errors reflects a clear linguistic distinction. Word Order errors are likely resolved by 

simple syntactic transfer and practice, while affix errors are not. This signifies that BIPA 

instruction must be bifurcated, applying exposure-based methods for simple syntax and 

rigorous, explicit drilling for complex, language-specific morphology. 

The most immediate implication is the necessity for an urgent, data-driven BIPA 

Curriculum Reform. Curriculum developers must drastically increase instructional time and 

complexity dedicated to systematic affixation training, particularly in the A1-A2 phase, 

specifically targeting the elimination of the persistent high-frequency sub-types identified. 

The high computational reliability mandates the integration of the NLP pipeline into the 

BIPA assessment framework. The tool should be deployed as a standard diagnostic 

mechanism, providing both instructors and students with continuous, objective error feedback, 

a critical resource previously inaccessible due to manual constraints. 

Implications exist for BIPA material developers. Instructional materials must be 

immediately redesigned to replace generic practice with targeted exercises focused on the 
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semantic and syntactic constraints of the affixes. For instance, creating context-specific 

activities to correct meN- Omission and differentiating the semantic function of -kan is 

paramount. 

The successful development of a localized NLP tool implies a technological pathway for 

further advanced educational tools. The validated pipeline and corpus are essential 

prerequisites for building intelligent BIPA tutoring systems and automated essay scoring 

platforms, which will significantly accelerate the quality of language learning for foreign 

speakers. 

 
Figure 2. Refining BIPA Instruction 

The findings are like that because the complexity of Indonesian derivational morphology 

is resistant to resolution through simple exposure (Ekakristi dkk., 2025). The affixes often 

perform multiple, non-transparent functions (e.g., meN- indicating transitivity, activity, or 

semantic shift), requiring explicit, systematic drilling that conventional, time-constrained BIPA 

classes frequently cannot accommodate. 

The persistent failure of manual pedagogy is largely due to the human factor. BIPA 

instructors, facing high grading loads, inevitably triage errors, focusing on errors that impede 

communicative clarity while often overlooking systematic morphological inconsistencies 

(Jazuli & Kusumaningrum, 2025). This practical necessity leads to an inadequate instructional 

depth on the most difficult linguistic elements. 

The NLP model excels because it applies a consistent, non-tiring algorithm trained 

specifically on these error patterns, generating objective results (Hidayatullah dkk., 2025). The 

high F1-score confirms the pipeline successfully models the underlying linguistic rules, 

providing the objective diagnostic standard necessary where human evaluation is prone to 

fatigue and subjective inconsistency. 

Word Order errors are successfully mitigated by general communicative competence 

because Indonesian syntax is relatively straightforward (SVO), aligning with many learners’ 
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L1 structure (Naufal dkk., 2025). Affixation errors, conversely, persist because they are 

language-specific and require mastery of complex derivational processes that are not supported 

by simple syntactic transfer. 

Future research must transition from diagnostic analysis to intervention-based studies. 

Longitudinal, quasi-experimental research is urgently required to test the causal impact of 

curriculum changes that leverage the NLP-generated error map (e.g., specialized meN- 

remediation modules) against traditional curricula. 

The BIPA community should establish a National Computational Linguistics Consortium 

to manage the ongoing maintenance and ethical application of the corpus (Hafidz dkk., 2025). 

This body must continuously update the NLP pipeline with new learner data to ensure its high 

F1-score remains relevant and the model adapts to evolving learner profiles and teaching 

practices. 

Technological development should prioritize embedding the NLP pipeline into an 

Intelligent Tutoring System (ITS). This ITS must go beyond simple error identification to 

provide immediate, personalized remediation drills and targeted exercises focused on the high-

persistence sub-types, enabling effective self-directed learning outside the classroom. 

Pedagogical training for BIPA instructors requires immediate reform (Winata dkk., 

2025). Training programs must incorporate computational error analysis literacy, teaching 

instructors how to interpret the granular NLP reports and, critically, how to shift their in-class 

focus to addressing the semantic and syntactic constraints of affixes, thereby optimizing 

instructional time. 

 

CONCLUSION 

The most critical finding is the computational proof that Affix Misapplication constitutes 

the most significant and resistant linguistic obstacle for BIPA learners, accounting for 45% of 

all errors and showing a statistically non-significant reduction rate across all proficiency levels 

(p=0.316). This result is differentiated by the high reliability of the BIPA-Optimized NLP Error 

Classification Pipeline (F1-score 0.89), which provided the objective evidence needed to 

confirm that the difficulty is structural and not transient. This validates the finding that simple 

exposure and curriculum progression are inadequate, compelling a drastic shift toward 

systematic, focused remediation, particularly targeting the identified high-frequency sub-types 

of meN- Omission and -kan Overgeneralization. 

The primary contribution of this research is the development and validation of a scalable, 

computationally robust BIPA-Optimized NLP Error Classification Pipeline and the generation 

of the first statistically generalizable error map for Indonesian learner language. This 

technological advancement provides BIPA pedagogy with a crucial resource for overcoming 

the limitations of manual, subjective error analysis. The pipeline transforms instruction by 

offering an objective, high-fidelity diagnostic standard, enabling curriculum developers to 

move beyond anecdotal evidence and implement highly targeted, efficient remediation 

strategies based on persistent, quantified error sub-types. 

A key limitation of this study is its reliance on a corpus-based, diagnostic methodology, 

which confirms the existence and persistence of errors but does not establish the causal 

effectiveness of any specific remediation strategy. The findings reveal what should be taught, 

but not how to teach it effectively. Future research must, therefore, transition from diagnostic 

analysis to intervention-based, quasi-experimental studies that test the causal impact of 

curriculum changes which leverage the NLP-generated error map (e.g., specialized meN- 

remediation modules) against traditional curricula. This subsequent research is essential for 

moving from technological validation to demonstrable pedagogical efficacy. 
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