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while AES is effective for assessing technical writing aspects, human raters
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balanced, reliable, and comprehensive scoring system for language
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INTRODUCTION

Automated Essay Scoring (AES) has become an increasingly popular method of
assessing written responses in educational and certification contexts, driven by advancements
in Natural Language Processing (NLP). AES systems, powered by NLP algorithms, aim to
replicate human scoring by evaluating various aspects of an essay, such as grammar,
coherence, relevance, and structure (Schell & Gillen, 2018). The use of automated systems in
language certification exams offers a potential solution to the growing demand for scalable,
consistent, and efficient assessments. As technology continues to advance, the accuracy and
reliability of AES compared to human raters have become an important area of investigation
(Ito et al., 2025). The increased reliance on automated tools in high-stakes testing environments
raises important questions about the validity of these systems in accurately assessing language
proficiency.

In language certification exams, which often have significant consequences for the test-
taker, the validity of the scoring system is crucial. Human raters, though trained to provide
feedback based on established criteria, are still susceptible to variability in scoring due to
factors such as fatigue, bias, or subjective judgment. As a result, Al-driven solutions like AES,
which are designed to minimize such inconsistencies, are seen as a promising alternative
(Tamboli, 2022). However, the question remains whether these automated systems can match
or surpass human raters in terms of accuracy and reliability. The comparison of AES with
human raters has therefore become a critical issue in the context of language certification
exams, where the stakes are high and fairness is paramount.

Despite the advancements in AES technology, there is still considerable debate
surrounding the extent to which these automated systems can reliably replicate human
judgment in the context of language proficiency assessments (Estell, 2007). AES systems claim
to provide objective and consistent evaluations, yet concerns persist about their ability to
account for the nuanced aspects of writing, such as creativity, argumentation, and complex
structures, which may be better captured by human raters. This research aims to address these
concerns by examining the validity of AES in comparison to human raters within the context of
language certification exams, focusing on their relative effectiveness and accuracy in
evaluating essay responses.

The primary issue addressed by this study is the validity of Automated Essay Scoring
(AES) systems using Natural Language Processing (NLP) compared to human raters in the
context of language certification exams. While AES systems are increasingly used in
educational testing, concerns regarding their accuracy, fairness, and alignment with human
judgment remain prevalent (Fukuda, 2024). In particular, the ability of AES to consistently
replicate the nuanced, subjective assessments made by human raters has not been conclusively
established. This gap in understanding poses significant implications for the acceptance of AES
as a valid method of scoring in high-stakes language certification exams. Given the increasing
reliance on Al in educational contexts, there is a need to critically examine whether AES can
be trusted to deliver results comparable to those of human raters, particularly in the context of
complex assessments like language proficiency tests.

The problem is exacerbated by the increasing use of AES systems in high-stakes
language exams, such as those required for immigration, university admissions, and
professional certifications. In these settings, the consequences of incorrect or biased scoring are
substantial, which makes the reliability of AES crucial. While human raters are subject to
various biases and inconsistencies, their judgments can consider the complexity of language
use, including creativity, argumentation, and the contextual appropriateness of language.
Conversely, AES systems tend to focus on objective criteria, such as grammatical accuracy and
sentence structure, which may not capture the full scope of language proficiency (Cox et al.,
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2025). Therefore, it is important to investigate how well AES systems align with human
scoring and whether these systems are capable of evaluating essays with the same level of
accuracy, consistency, and fairness as human raters.

Additionally, AES systems, while efficient, may still struggle with certain aspects of
language evaluation, such as context, tone, and the ability to understand or score
unconventional writing styles (Planelles Almeida et al., 2022). These shortcomings may lead to
disparities between the results produced by AES and those of human raters. This research seeks
to address these issues by comparing the performance of AES systems to human raters in the
context of language certification exams, identifying potential biases, and exploring areas where
automated systems may need further improvement to achieve reliable and valid results.

The primary objective of this research is to evaluate the validity of Automated Essay
Scoring (AES) systems using Natural Language Processing (NLP) compared to human raters in
the context of language certification exams. Specifically, the study aims to assess the accuracy
and reliability of AES in scoring essays in comparison to human raters, focusing on the extent
to which these systems can replicate human judgments (Tsagari & Giannikas, 2021). By
conducting a comprehensive analysis of essay responses scored by both AES systems and
human raters, the study will provide insights into how well AES can capture the nuances of
language proficiency and whether it can be considered a valid alternative to traditional human
scoring.

Another objective of this study is to identify the specific strengths and weaknesses of
AES systems when compared to human raters. By examining the scoring patterns of both AES
and human raters, the research aims to identify areas where the automated system excels or
falls short in evaluating language proficiency. The study will focus on the aspects of writing
that are most commonly assessed in language certification exams, such as coherence, grammar,
vocabulary use, and argumentation (Rizzo, 2020). By understanding the limitations of AES, the
research will contribute to the development of more effective and accurate scoring systems that
better reflect human evaluative practices, thus enhancing the fairness and reliability of
language certification exams.

Furthermore, the study aims to offer recommendations for the improved integration of
AES systems into language certification exams (Waldock et al.,, 2024). By providing a
comparative analysis of human and machine-generated scores, the research will offer practical
insights into how AES can be better calibrated and adjusted to more accurately reflect the
subjective nature of human judgment. The ultimate goal is to contribute to the development of
a more reliable and valid system of scoring for language proficiency exams, one that can
efficiently and fairly assess the full range of language skills required for high-stakes
certification.

While there has been substantial research on the use of Automated Essay Scoring (AES)
in education, there remains a gap in literature concerning its validity in the context of high-
stakes language certification exams. Most existing studies focus on the technical accuracy of
AES in terms of grammatical correctness and structure, but fewer studies have examined how
well these systems align with human judgments in terms of language proficiency, creativity,
and argumentation. In particular, there is limited research on how AES systems compare to
human raters when evaluating more complex aspects of language use, such as tone, style, and
the ability to engage critically with content (Zhao et al., 2025). This gap leaves important
questions unanswered regarding the applicability of AES for high-stakes language testing,
where these nuances are crucial to determining proficiency.

Furthermore, much of the existing research has focused on smaller-scale studies or
specific contexts, such as classroom assessments or automated grading for practice exams.
There is a need for larger-scale studies that assess AES systems in the context of official
language certification exams, where the stakes are significantly higher (Wilkens et al., 2023).
Language certification exams typically require more comprehensive assessments of language
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proficiency, which include evaluating writing skills in relation to real-world scenarios.
Therefore, there is a need to bridge the gap between the current state of research and its
application in real-world, high-stakes testing environments (Lloridn Gonzélez, 2019). This
study will fill this gap by providing a detailed comparison of AES systems and human raters
within the context of language certification exams, ensuring that the findings have practical
implications for the use of AES in large-scale testing.

Additionally, the current literature does not fully address the potential biases inherent in
both AES systems and human raters, particularly in terms of how these biases might affect
scoring outcomes. Human raters can be influenced by unconscious biases related to language
variation, while AES systems might struggle to account for nuanced language use, such as
cultural context and idiosyncratic expressions (Stanek, 2020). This research will explore these
biases in detail, providing a more complete understanding of how both human and machine-
generated scores might deviate from each other, and offering recommendations for mitigating
these biases in future language certification exams.

This study offers a novel contribution to the field of educational assessment by
comparing the validity of Automated Essay Scoring (AES) with human raters in the context of
language certification exams, a topic that has not been thoroughly explored in previous
research. While previous studies have examined the technical aspects of AES, such as its
ability to score grammar or structure, few have addressed its ability to assess the complex
aspects of language proficiency that are central to language certification exams (Severino et al.,
2025). By focusing specifically on the comparison between AES systems and human raters,
this study provides new insights into the effectiveness of automated systems in high-stakes
testing contexts. The novelty lies in the comprehensive approach to evaluating both the
technical and human dimensions of essay scoring, which will contribute to a more holistic
understanding of AES’s potential and limitations.

The justification for this research is rooted in the growing reliance on automated systems
in educational testing and the increasing demand for efficient, scalable methods of assessing
language proficiency. As language certification exams become more critical for academic
admissions, immigration processes, and professional qualifications, the need for reliable and
fair scoring systems is paramount. This study will provide valuable information on the
accuracy and fairness of AES, helping to determine whether these systems can serve as viable
alternatives or complements to traditional human raters. The research will also help identify
best practices for integrating AES into language certification exams, ensuring that these exams
are both efficient and equitable in assessing language proficiency (Laajan et al., 2024). By
addressing both technical and pedagogical concerns, the study contributes significantly to the
development of more reliable, objective, and valid language assessment systems.

RESEARCH METHOD

The following sections detail the methodology employed in this study, which focuses on
the comparative validation of artificial intelligence in language assessment.

Research Design

This study employs a comparative research design to assess the validity of Automated
Essay Scoring (AES) using Natural Language Processing (NLP) in comparison to human raters
in the context of language certification exams. The design combines both quantitative and
qualitative methods to evaluate the accuracy and reliability of machine-generated scores. The
primary focus is on examining the alignment between AES outcomes and judgments provided
by trained human raters on the same set of essays (Kolb, 2024). Additionally, the study
explores the efficiency of AES in terms of scoring consistency, processing time, and scalability
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compared to traditional human-based assessment methods, providing a robust framework for
evaluating technological integration in high-stakes testing.

Research Target/Subject

The population for this study consists of language certification exam participants who
completed written essays as part of their assessment. A sample of 300 essays is selected from a
large-scale exam dataset, ensuring a diverse representation of proficiency levels, writing styles,
and language backgrounds. The sample is stratified to include essays across beginner,
intermediate, and advanced proficiency bands (Zelenicka et al., 2023). To provide a reliable
benchmark, a total of 6 human raters with expertise in language assessment are involved in the
study, serving as the gold standard for comparison with the AES system.

Research Procedure

The research procedure is structured into several key stages over a three-month period.
First, the essays are collected and input into the AES system for automated scoring (Yamada et
al., 2015). Concurrently, the essays are distributed to human raters for independent assessment
using a standardized rubric. After the initial scoring phase, the results from both the AES
system and the human raters are compared and subjected to statistical analyses, including
correlation and reliability tests. The process concludes with a qualitative analysis phase to
identify discrepancies in subjective writing aspects. Ethical considerations, such as participant
anonymity and data security, are strictly maintained throughout the entire duration.

Instruments, and Data Collection Techniques

Data collection instruments include an AES system based on NLP algorithms and a set
of standardized rubrics used by human raters. The AES system evaluates essays on criteria
such as grammar, syntax, coherence, and relevance based on pre-defined linguistic models. The
human raters utilize a rubric aligned with common certification standards, focusing on the
same linguistic criteria (Naderi et al., 2026). To ensure reliability and reduce bias, each essay is
rated by two different human raters in a blind evaluation process where the identities of the
test-takers are concealed from both the machine and the human assessors.

Data Analysis Technique

The data analysis technique involves a mixed-methods triangulation (Nusi et al., 2025).
Quantitatively, statistical tests are conducted to assess the inter-rater reliability and correlation
between the AES system and human judgments. Qualitatively, a discrepancy analysis is
performed to identify areas where the AES system may fail to replicate human judgment,
particularly concerning subjective elements like argumentation and creativity. This dual
analytical approach provides deep insights into the validity and accuracy of the automated
system compared to the nuanced evaluation provided by human experts.

RESULTS AND DISCUSSION

The data collected for this study focused on the comparison between Automated Essay
Scoring (AES) using Natural Language Processing (NLP) and human raters in scoring essays
from a language certification exam. A total of 300 essays, representing various proficiency
levels (beginner, intermediate, and advanced), were analyzed. Table 1 presents the summary of
the scoring results. The AES system and human raters evaluated the essays based on criteria
such as grammar, coherence, relevance, and overall structure. The correlation between the AES
and human scores showed a high degree of agreement, particularly in grammar and coherence,
but moderate variation was found in areas like creativity and argumentation.

Table 1. The AES system and human raters evaluated
Scoring Criteria AES Average Human Rater Correlation (r)
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Score (out of 10) Average Score
(out of 10)
Grammar 8.2 8.4 0.91
Coherence 7.8 8.0 0.88
Relevance 7.5 7.7 0.85
Creativity/Argumentation 6.4 7.1 0.72

The results from Table 1 reveal that AES performed closely to human raters, with high
agreement on grammar (r = 0.91) and coherence (r = 0.88). However, the scores for creativity
and argumentation showed a moderate correlation (r = 0.72). This suggests that while AES can
accurately assess more objective aspects of writing, such as grammar and coherence, it
struggles to replicate the more subjective evaluations that human raters apply to creativity and
the depth of argumentation. The discrepancy in creativity and argumentation can be attributed
to the inherent limitations of AES in understanding abstract or nuanced content that requires a
deeper contextual or interpretive judgment.

Inferential analysis was conducted using paired t-tests to compare the scores given by
AES and human raters. The results showed that there were statistically significant differences
in the scoring of creativity and argumentation (p < 0.05), with human raters assigning higher
scores in these areas. In contrast, no significant difference was found in the assessment of
grammar, coherence, and relevance (p > 0.05), indicating that AES and human raters were in
substantial agreement in these objective areas. The statistical analysis confirms that while AES
is highly reliable for evaluating structured, rule-based elements of writing, it is less effective
when dealing with subjective assessments that require human interpretation and understanding
of the essay’s deeper content.

The relationship between the AES and human ratings was further explored by comparing
the essays’ average scores across proficiency levels. For essays from the beginner and
intermediate levels, the agreement between AES and human raters was particularly strong, with
correlations exceeding 0.90 for grammar and coherence. However, for advanced-level essays,
the disparity between AES and human scores widened, especially in subjective areas such as
creativity and argumentation. This suggests that AES performs well in assessing basic language
proficiency but may not fully capture the complexity and sophistication of higher-level
language use, which human raters can evaluate more effectively. The discrepancy in scores for
advanced-level essays highlights the potential limitations of AES when assessing higher-order
language skills, such as critical thinking and the ability to develop complex arguments.

1%
- 29%

70%

Figure 1. AES vs. Human Raters: Reliability in Objective and Subjective Assessment

A case study of an intermediate-level essay further illustrated the strengths and
weaknesses of AES. The essay, which discussed the benefits of online education, received high
marks for grammar and coherence from both AES and human raters. However, the AES system
assigned a lower score for creativity and argumentation, whereas the human raters awarded a
higher score, appreciating the originality of the argument and the depth of analysis. This case
underscores the ability of human raters to assess more subjective elements of writing, such as
creativity and argumentation, which are critical in language certification exams. While AES
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can accurately score the technical aspects of the writing, it fails to fully replicate the depth of
human evaluation, especially when assessing complex cognitive aspects of writing.

The findings suggest that AES can be a reliable tool for assessing specific aspects of
language proficiency, particularly in areas such as grammar and coherence. However, the
limitations of AES in evaluating subjective elements such as creativity, argumentation, and
critical thinking should be acknowledged. While AES shows strong correlation with human
raters in objective aspects, its inability to fully replicate human judgment in more nuanced
areas of writing emphasizes the need for a balanced approach. Combining the efficiency of
AES for technical evaluation with human raters’ nuanced understanding of creativity and
argumentation may provide a more comprehensive and fair method for assessing essays in
language certification exams.

The results of this study indicate that Automated Essay Scoring (AES) using Natural
Language Processing (NLP) provides a high degree of reliability in assessing objective aspects
of language proficiency, such as grammar, coherence, and relevance. The correlation between
AES and human raters was notably strong in these areas, with the highest agreement seen in
grammar (r = 0.91) and coherence (r = 0.88). However, a moderate correlation was observed in
the assessment of creativity and argumentation (r = 0.72), where human raters consistently
provided higher scores. This suggests that while AES is highly effective in evaluating the more
technical and structured components of writing, it struggles to capture the nuances involved in
more subjective aspects, such as creativity and critical thinking. These findings highlight
AES’s potential as a complementary tool in language certification exams but underscore its
limitations in replicating the subjective judgments made by human raters.

< Pros Cons >

Effective for
objective aspects

AES excels in evaluating
grammar, coherence,
and relevance in writing

Potential as a tool

AES can complement
human raters in
language certification
exams

Struggles with
subjective
aspects

AES fails to capture

creativity and
argumentation nuances.

Limitations in
replicating human
judgment

AES cannot fully
replicate subjective

judgments made by
human raters

3 Hybrid approach
needed

A hybrid approach
combining AES and
human raters is
recommended for fair
assessment

Figure 2. AES Language Assessment
These findings align with previous studies that have examined the effectiveness of AES
systems, such as those by Attali and Burstein (2006), which have shown that AES performs
well in assessing grammar and syntax. However, the discrepancy observed in the evaluation of
creativity and argumentation is consistent with findings from other studies, such as the one by
Senter et al. (2020), which noted that while AES tools can evaluate the formal features of
writing with high accuracy, they struggle with subjective elements like creativity, style, and
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argumentation (Kim et al., 2025). This study expands on existing research by specifically
addressing the context of language certification exams, where these subjective elements are
critical to determining language proficiency. The moderate correlation in these areas further
affirms the need for human raters in providing a comprehensive assessment of language skills.

The results of this research serve as an indicator of the evolving role of technology in
language assessment (Llorian Gonzalez, 2019). The strong alignment between AES and human
raters in grammar and coherence shows that AES systems can be reliable in evaluating
structured writing, which is essential for efficiency in large-scale language certification exams
(Kiany et al., 2017). However, the moderate discrepancies in the subjective areas suggest that
there remains an essential role for human raters to assess the more complex cognitive aspects
of writing, such as argumentation and creativity (Dabrowski et al., 2020). These findings point
to the need for a hybrid approach, where both AES and human judgment are integrated to
provide a more holistic and fair evaluation of language proficiency (Lozi¢ & Stular, 2023). The
reliance on AES alone for high-stakes assessments may overlook critical elements that human
raters can better assess.

The implications of these findings are significant for the future of language certification
exams (Kucharczyk & Krajka, 2021). As educational institutions and testing organizations look
for ways to scale assessments and improve efficiency, AES systems present an attractive
solution for automating the grading process (Newbold, 2009). However, these systems should
not be relied upon solely for high-stakes certification exams. The study emphasizes the
importance of incorporating human raters, particularly in areas where subjective judgments are
crucial (Phelps et al., 2025). For example, integrating AES for technical assessments while
maintaining human raters for the evaluation of higher-order writing skills can create a more
reliable and fair grading system (Atilan & Cetin, 2025). The study’s results suggest that a
blended approach could maintain the efficiency of automated grading while also ensuring that
the nuances of language proficiency are accurately captured.

The reasons behind these results lie in the inherent differences between human evaluative
processes and the algorithmic capabilities of AES systems (Salazar, 2025). AES tools excel in
scoring measurable, objective aspects of writing, such as grammar and coherence, because
these elements can be directly quantified through predefined linguistic rules and structures
(Sujecka-Zajac & Kucharczyk, 2020). However, human raters bring their interpretive skills to
bear on more subjective aspects of writing, evaluating creativity, argumentation, and overall
style based on context, experience, and judgment (Inoshita, 2024). This difference explains
why AES performs well in structured assessments but struggles with the more nuanced,
creative dimensions of language use (Yavuz et al., 2025). These findings highlight that the
strength of AES lies in its ability to efficiently process large volumes of data, but its
shortcomings in subjective assessment necessitate the involvement of human raters for
comprehensive evaluations.

Moving forward, it is essential for future research to explore ways to improve AES
systems to better capture the complexities of subjective writing elements (Shermis, 2025). One
potential direction is to enhance the NLP algorithms used in AES systems to include a deeper
understanding of context, tone, and argument structure (Morris et al., 2025). Additionally,
research should focus on developing hybrid models that combine the efficiency of AES with
the qualitative insights provided by human raters (Wang et al., 2025). Such models could
integrate Al and human expertise to create a more comprehensive and reliable assessment
system (Flor & Cabhill, 2025). Future studies should also examine how different types of
essays—such as creative writing or argumentative essays—are affected by AES versus human
ratings to refine the technology’s application in diverse writing contexts (Zhang & Lei, 2025).
Furthermore, understanding the impact of Al-driven assessments on students’ perceptions and
academic performance will be crucial in developing balanced and effective evaluation systems
in the future.
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CONCLUSION

The most significant finding of this study is the strong alignment between Automated
Essay Scoring (AES) using Natural Language Processing (NLP) and human raters in assessing
objective aspects of writing, such as grammar and coherence. The study revealed a high degree
of correlation, particularly in areas such as grammar (r = 0.91) and coherence (r = 0.88), where
AES closely mirrored human evaluations. However, the results also showed moderate
discrepancies in assessing subjective elements such as creativity and argumentation, where
human raters provided higher scores than the AES system. These findings underscore the
strength of AES in evaluating structured, rule-based components of writing while highlighting
its limitations in capturing the more nuanced, creative, and interpretive aspects of language
proficiency.

This research contributes to the existing body of knowledge by offering a comparative
analysis of AES and human raters specifically in the context of language certification exams.
The study’s mixed-methods approach, combining quantitative analysis of score correlations
with qualitative insights into human judgment, provides a comprehensive view of AES’s
validity. Unlike previous studies that primarily focused on technical accuracy or efficiency, this
research emphasizes the alignment between machine-generated scores and human assessments,
particularly in high-stakes language proficiency testing. The study contributes valuable insights
into the role of Al in language assessment and offers practical recommendations for integrating
AES into large-scale certification exams without compromising the quality of evaluation.

A limitation of this research is the relatively narrow scope of the sample, which is
confined to essays from language certification exams at a single institution. The findings may
not be fully generalizable to other language proficiency contexts or cultural settings, where
writing conventions and evaluation criteria may differ. Additionally, the study focused on the
technical aspects of language assessment and did not explore the broader implications of AES
on student learning outcomes or perceptions. Future research could expand the sample size to
include multiple institutions and diverse language proficiency exams, examining the scalability
and adaptability of AES across different contexts. Further studies could also investigate the
long-term impact of AES on test-taker performance and its potential to address biases in
scoring.

Future directions for research should include refining AES algorithms to better assess
subjective aspects of writing, such as argumentation and creativity, which are critical in
language certification exams. Additionally, research could explore hybrid models that combine
the efficiency of AES with human rater judgment to balance the strengths of both approaches.
Another important area for future investigation is how AES might be improved to account for
variations in writing styles, cultural nuances, and contextual understanding, which are often
evaluated by human raters. Expanding research into these areas would help refine AES
technology, ensuring that it provides a more comprehensive and accurate assessment of
language proficiency in diverse testing environments.
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